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What is federated learning?
Federated learning is a kind of distributed 
learning.
How does federated learning differ from 
traditional distributed learning? 

– 1. Users have control over their device and 
data.

– 2. Worker nodes are unstable. 

– 3. Communication cost is higher than 
computation cost. 

– 4. Data stored on worker nodes are not IID. 

– 5. The amount of data is severely 
imbalanced.

Motivation

When we are doing CV tasks like facial 
expressions recognition, requiring large 
amount of data from clients, privacy 
becomes an unavoidable problem. So it’s 
quite necessary for us to figure out a way 
that doesn’t require data sharing. And 
federated learning would be a direction 
worth trying.
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Challenges

Data form heterogeneity
– people usually mix all photos from their lives 

altogether, in which there might be selfies, scenic 
photos, vlogs, screenshots, etc.

– images with different number of faces also need 
to be processed differently.

Gender/race bias
– users tend to save photos of their own on their 

devices.
– the genders and races of people in the photos are 

more likely to be the same.
Emotion bias

– people mostly record their happy moments in 
their mobiles, while few would save images with 
negative emotions on purpose.
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